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ABSTRACT 
Designers and engineers increasingly engage with and must 

design for sociotechnical systems, also described as cyber-

physical-social systems (CPSS). Leading frameworks like 

System-Theoretic Process Analysis and Value-Sensitive Design 

intend to help designers consider the consequences and impacts 

of their work with CPSS. However, such frameworks may not 

sufficiently account for human-centered scenarios. This 

complicates designers’ efforts to balance user needs with 

traditional forms of risk assessment. In this work, we explore 

foundations for the design of human-centered risk frameworks 

and examine a case study of autonomous vehicles and 

bystanders’ privacy as an example CPSS to address this gap. We 

develop an exploratory scenario-based risk framework and 

conduct expert interviews with experienced professionals (N = 

7) working in the fields of autonomous vehicle design, 

development, policy and security to understand their 

perspectives on risk assessment and gather feedback on our 

framework. Reconciling interview findings with existing 

knowledge of evolving CPSS, we identify three broad knowledge 

gaps that could motivate future research in this space. First, we 

argue that there is a knowledge gap in developing human-

centered frameworks and best practices to consider all 

stakeholders during the design of evolving CPSS. Second, we 

argue that a knowledge gap exists in acknowledging, 

reconciling, and proactively managing disciplinary 

discontinuities in vocabularies and mental models in evolving 

CPSS. Lastly, we argue that a critical knowledge gap exists 

around how to adapt scenario-based frameworks to 

accommodate the shifting challenges of designing evolving 

CPSS. We conclude with a discussion of preliminary 

implications for designing human-centered frameworks for 

autonomous vehicles and CPSS more generally.  

 

Keywords: cyber physical social systems; autonomous vehicles; 

human-centered design; data security and privacy 

 

GLOSSARY 
Cyber-Physical-Social Systems (CPSS): environments 

cohabited by humans and smart devices that are in virtual and 

physical interaction [1] 

Human-centered: Regardless of human involvement, a way of 

thinking that focuses on human welfare aspects [2] 

Scenario-based: An approach considering concrete descriptions 

of particular instances related to users or stakeholders, with the 

goal of envisioning particular outcomes [3] 

Risks: Potential of situations involving exposure to danger in 

both cyber and physical spaces [4] 
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Bystander: an indirect stakeholder (any individual excluding the 

AV driver) [5] (an operating definition that we explore further) 

Privacy: freedom from intrusion into the private life or affairs 

of an individual when that intrusion results from undue gathering 

and use of data about that individual [6] 

Interdisciplinarity: integration of information, data, 

techniques, tools, perspectives, concepts, and/or theories from 

two or more disciplines or bodies of specialized knowledge [7] 

 

1. INTRODUCTION 
Since Horst Rittel’s well-known formulation of wicked 

problems, designers have been explicitly engaged in designing 

for complex systems [8]. This engagement has accelerated as 

designers have been required to address a continued convergence 

between technical factors, spanning cyber and physical domains, 

and social factors, encompassing social, political, and spatial 

dimensions, that interact dynamically to determine system 

performance and success [9]. Systems ranging from marine 

monitoring and observation infrastructure [10] to autonomous 

vehicles (AVs) [11] demonstrate this convergence, and have 

called sociotechnical systems, commonly used in systems 

engineering and organizational science research [9]. Separately, 

cyber-physical-social systems (CPSS), more commonly used in 

electrical, computer, and civil engineering research [12,13], have 

emerged as a specific instantiation of sociotechnical systems. 

CPSS, as defined by Yilma et al., are “[environments] cohabited 

by humans and smart devices that are in a virtual and physical 

interaction” [1]. We focus on CPSS, rather than sociotechnical 

systems, for its explicit invocation of interacting digital, 

physical, and social domains which must be reconciled in design.  

A critical challenge in CPSS is balancing consideration of 

stakeholder, user, and social needs alongside complex technical 

factors [14]. Many frameworks and approaches to designing for 

CPSS, such as System-Theoretic-Process Analysis (STPA) [15], 

are highly effective at accounting for complex technical systems 

and the risks and challenges arising from their interoperability. 

Simultaneously, other approaches drawn from fields like 

Human-Computer Interaction (HCI), such as user-centered 

systems design [16], seek to help designers address and 

incorporate user and social needs to move forward in the context 

of CPSS. However, risk frameworks that are human-centered are 

less well-accounted for in many approaches to design for CPSS 

today. Combining these two lenses is especially essential as 

CPSS increasingly involves questions of privacy and 

information security [17], a source of risk that can be considered 

inherently human-centered [18,19].  

In this concept paper, we seek to identify knowledge gaps 

that hinder integration of a human-centered perspective into risk 

assessment during the design of CPSS. We consider an example 

of AVs and bystander privacy, a representative CPSS in which a 

cyber-physical system, an AV, interacts with a social system, an 

urban environment. As described, this interaction may produce 

unexpected risks to bystander privacy and information security 

that warrant proactive design, development, and policy 

consideration for successful CPSS performance. We hypothesize 

that three themes warrant deeper exploration within CPSS, 

which we describe in Section 2: human-centeredness in privacy 

risk assessment, human-centeredness in scenario-based risk 

assessment, and interdisciplinarity.  

To explore these themes in the context of our chosen 

example and develop our themes into research opportunities for 

the CPSS design community, we follow a conceptual approach 

outlined in Fig. 1. We first develop a prototype scenario-based 

framework describing risks presented to bystanders’ privacy 

from a human-centered perspective. We conduct interviews (N 

= 7) with experts in AV design, development, and policy, 

focusing on security and privacy. We use our interview results 

to identify three preliminary knowledge gaps about human-

centered risk assessment in evolving CPSS: a need for novel 

frameworks to apply human-centeredness to evolving CPSS 

design; a need to reconcile disciplinary differences in vocabulary 

and mental models in evolving CPSS design; a need to keep 

scenario-based frameworks agile as CPSS rapidly evolve, even 

during the course of the design process. The main contributions 

of this concept paper are (1) an examination of human-centered 

risk frameworks in bystander privacy related to AVs as an 

Figure I. A diagram of our research approach in this concept paper. To investigate bystander privacy in the context of autonomous vehicles, we 

synthesized existing research in related areas to create a framework and conducted expert interviews. 
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example of CPSS and (2) an overview of research opportunities 

and knowledge gaps to facilitate human-centered risk 

assessments in the design of CPSS.  

We begin with a review of related work (Section 2), and 

describe our methodological approach (Section 3). Finally, we 

report and discuss our results (Section 4) and subsequent 

research questions exploring design research and practice 

regarding evolving CPSS (Section 5).  

 

2. RELATED WORK & BACKGROUND 
In this section, we consider related work on CPSS (2.1), risk 

assessment in design (2.2), and information security and privacy 

as related to autonomous vehicles (AVs) (2.3).  

 

2.1 CPSS: Definitions, Design Frameworks and 
Interdisciplinarity  
The concept of cyber-physical-social systems (CPSS) emerged 

partially to account for the fact that technical elements were 

“massively intertwined” [20] with human and social elements in 

cyber-physical systems [1,21]. In their recent review of CPSS, 

Yilma et al. identified five classifications of CPSS in literature 

[1]: command and control, as in Wang et al’s description of 

smart cities [22]; social sensing, as in Ansari et al.’s description 

of human-centered production systems [23]; self-organization, 

as in Candra and Truong’s description of reliability in data 

analysis [24]; big data, as in Zhu et al.’s description of mobile 

robotics positioning [25]; and networking, as in Sisyanto et al.’s 

description of a smart hydroponic farming system [26]. These 

classifications illustrate the range of applications of CPSS, and 

also their constituent characteristics. Yilma et al.'s definition of 

CPSS, which we adopt in this work, synthesizes these 

applications to reveal a common theme across all classifications, 

defining CPSS to be “an environment cohabited by humans and 

smart devices that are in a virtual and physical interaction.” Here, 

we consider two elements of CPSS: frameworks to design for 

CPSS and the interdisciplinarity of CPSS design. We connect 

both to the evolving nature of CPSS themselves.  

Frameworks for designing for CPSS are still emerging and 

draw on fields ranging from human-computer interaction to 

systems engineering and design. In their review of CPSS design 

methodologies, Zeng et al. recommend systems-level design 

methodologies to fully characterize, and design for, CPSS [12]; 

these include model- and contract-based approaches, which can 

account for the interaction between multiple technical 

components. However, the ‘social’ layer of CPSS is rendered in 

such formulations as ‘user preferences,’ which often 

insufficiently capture interactions between social environments 

or human actors and a given technical system. In contrast, Ansari 

et. al’s formulation of human-centered production systems, an 

example of CPSS [23], distinguishes viewing humans as users 

of technology from viewing humans and machines as achieving 

cohesion through careful consideration and design [27]. Human-

centered approaches must be a cornerstone of CPSS design 

frameworks.  

Interdisciplinarity is a characteristic of CPSS design 

[28,29]. CPSS design inherently draws from disparate technical 

domains. However, CPSS design must also consider social 

systems, policy, and human behavior [30,31]. In Tsvetkova’s 

analysis of research on human-machine networks, the authors 

identified dozens of disciplines involved in describing and 

characterizing how complex CPSS operated [32]. Crucial to 

realizing effective collaborations are the mental and conceptual 

models a team has of the work they do [33]. This is especially 

important in complex systems design, such as in safety science 

[34]. Esmander et al.’s study of mental models and vocabulary 

differences between software developers and accountants 

working with blockchain-enabled accounting systems, an 

example of CPSS, revealed significant gaps between disciplines. 

Some developers thought that the entire field of accounting was 

unnecessary due to blockchain, while accountants needed a 

clearer understanding of blockchain’s resilience before 

considering any application. Meanwhile, accountants and 

developers had very different definitions and perceptions of 

‘trust’ and ‘transparency’ in this application area [35].  

In this work, we expand on this previous research in three 

ways. First, we examine an emerging CPSS - AVs and their 

bystanders. Second, we build on Zeng's study on the ‘social’ 

layer of CPSS by focusing bystander privacy which captures 

interactions between multiple human actors (bystanders) and a 

technical system (AV). Third, we draw inspiration from 

Esmander’s study of diverse stakeholders, by conducting expert 

interviews with practitioners who are designing CPSS to 

consider how frameworks are enacted in application. 

 

2.2 Frameworks for Risk Assessment in Design   
Risk assessment spans many research fields and application 

domains, and has given rise to frameworks specific to topics 

ranging from public health [36] to biosecurity [37] to child 

welfare [38].  Here we focus our review on technical risk and 

interpersonal or social risk, most relevant to the CPSS under 

consideration. A well-known standard for the development of 

AVs is the ISO/PAS 21448 Safety of the Intended Functionality 

(SOTIF) specification which builds upon ISO 26262; SOTIF 

addresses functional safety through technical, functional, and 

environmental requirements, and redirects focus toward 

“[maximizing] the portion of known safe scenarios” [39–41]. 

On the other hand, conventional cyber-risk frameworks, 

such as NIST, OCTAVE, and CORAS, are broadly oriented 

from the perspective of the technical system itself - to understand 

hazards that might emerge from attack or vulnerability of various 

components within the system [39,40]. Systems Theoretic 

Process Analysis (STPA), a framework originally from safety 

engineering, is now used in other related fields, including the AV 

space [42]. For example, in Mahajan et al.’s use of STPA to 

describe a lane-changing assist system [42], high-level hazards 

were defined as component or system failures that could cascade 

to catastrophic events. Large-scale risk frameworks blending 

technical with political considerations, such as those seeking to 

describe climate change, emphasize the importance of 

continuously updating scenarios to reflect changes in underlying 

systems and factors [43].  
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More recently, the usefulness of design methods from HCI 

in understanding privacy has been recognized; as Wong & 

Mulligan write, “design thus is not just a tool for solving privacy 

problems, but also a tool to broaden our understanding… about 

what privacy might entail” [44]. In the domain of AVs, value-

sensitive design (VSD) has been increasingly adopted to 

understand and explore human risk. VSD, as described by 

Friedman et al., is the “... design of technology that accounts for 

human values … throughout the design process” [45]. This 

definition has, in application and research, sparked discussion on 

how to best incorporate values. Values in the AV industry have 

been traditionally considered in terms of economic worth or their 

relatedness to direct users [46–48]. VSD, however, highlights the 

need to incorporate all stakeholders when resolving value 

tensions and not just those of direct consumers of AVs [47]. 

Graubohm et al. identify distinct values associated with a range 

of stakeholders, both direct (such as passengers and drivers) and 

indirect (maintainers, politicians, traffic participants). Notably, 

the authors consider the effects on stakeholders’ values from AV 

features and functionalities primarily internal to the vehicle, such 

as “video supervision of the vehicle interior” [49]. AV projects 

have already started utilizing VSD, such as the UNICARagil 

family vehicle program in Europe [49].  

In this work, we seek to understand and build upon these 

existing frameworks in design and risk assessment in three ways. 

First, we extend on previous studies of technical risk by 

considering the effects of technology. Second, we extend upon 

VSD research by focusing on the topic of “bystander privacy” 

and by using scenario-based analysis to examine whether such 

approaches are used in disciplines contributing to AV 

development. Last, we build upon Graubohm et al.’s work to 

contribute a framework that incorporates not just the values of 

direct users of AVs, but also the values of bystanders. 
 
2.3 Consideration of Information Security and Privacy 
in Autonomous Vehicles 
AVs present unique multidisciplinary challenges for the design 

process, especially so with consideration to the security and 

privacy of bystanders. Earlier studies regarding security of AVs 

have focused on adversarial sensor attacks on cameras and lidar 

units [50–52], challenges with vehicle-to-x connectivity features 

[53,54], and developing cybersecurity-risk assessment 

frameworks [55,56]. With regards to AV privacy issues, prior 

studies  have surveyed users and found that they are concerned 

with issues of data privacy and hacking [57], performance 

reliability, and AVs’ interaction with pedestrians and other 

drivers [58–60]. In addition to perceived usefulness and 

performance, studies show that being able to trust AV 

technology is a key determinant for AV adoption [61,62].  

In addition to surveying users regarding AV concerns and 

adoption, studies have used human-centered methods to design 

human-machine interaction experiences [63] and vehicle 

interiors [64]. In the realm of AV bystanders, one study 

examining pedestrians’ and bicyclists' opinions with AVs  

concluded that more interactions with AVs would lead to a more 

positive attitude for the technology [65]. Other studies take a 

more human-centered approach to design interactions and modes 

of communication between AVs and pedestrians, such as 

Loecken’s work on virtual interaction models and She’s work on 

information communication styles between vehicles and 

pedestrians [66–68]. Bloom et al.’s research on perceptions of 

autonomous vehicles’ data collection suggested that a majority 

of surveyed individuals were willing to spend at least five 

minutes to opt out of data collection, and had high levels of 

discomfort associated with secondary uses of data gathered by 

autonomous vehicles [69].  

In this work, we extend on prior research addressing various 

elements of AVs, pedestrian trust, and data privacy in two ways. 

Extending from She’s, Loecken’s, and Bloom et al.’s research, 

we seek to understand not how bystanders perceive AVs, but 

how designers and other stakeholders in AVs’ development 

consider bystanders. Furthermore, we specifically consider 

implications for pedestrians that are related to data privacy and 

security, with a scenario-based lens.  

 

Table 1: Semi-structured Interview Questions 

Section Topic Sample Questions 

Introduction  Could you briefly tell us about your role, 

responsibility, and affiliation?  

 

What aspect of your role is related to 

autonomous or automated vehicles (AV)? 

Experiences 

with Current 

Cybersecurity 

Practices 

How do you define security and privacy in 

your work? 

 

What do you think are gaps and/or roadblocks 

around assessing AV Privacy in your domain 

(cybersecurity, policy and law, or engineering), 

if any? 

Bystanders Who do you perceive as “bystanders” in AV 

settings? Why?  

 

Talk us through how you consider AV systems 

and their interaction with bystanders. 

 

Are there specific frameworks or tools you 

leverage to consider the security and privacy of 

AV users and bystanders?  

Our Framework How could you envision using a framework 

like this in your work related to security or 

autonomous vehicles? Why?  

 

What overall outcomes do you expect from 

implementing this framework? 

 

What scenarios may not be well-described by 

it? 

 

3. METHODS 
In this section, we describe our interview and study protocols 

(3.1), preliminary framework development (3.2), and data 

collection and analysis procedures (3.3).  

3.1 Interview Study Protocols and Details 
This study was approved by UC-Berkeley’s Institutional Review 

Board. Pairs of researchers conducted 45-minute, semi-
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structured interviews for all 7 participants. Each participant was 

offered an Amazon Gift Card for their participation in the 

interview. Interviews were held and recorded on Zoom with the 

consent of the participants. Recordings were immediately 

transcribed and de-identified. 

Our interview approach sought to foreground questions in 

terms of experts’ direct experience with AVs. Thus, terms like 

‘cyber-physical-social system’ were explicitly not invoked by 

interviewers in questioning. Each interview broadly followed the 

structure outlined in Table 1, with introductions, cybersecurity 

and privacy-specific questions, a discussion about bystanders, 

and then finally, a presentation of our prototype framework.  

 

3.2 Preliminary Framework Development 
To develop a preliminary human-centered scenario-based 

framework to assess privacy risks of AVs to secondary 

stakeholders - bystanders - we began by first cataloging the types 

and scope of sensors currently or projected to be deployed in 

AVs. Multiple types and scales of sensors are standard in current 

designs of AVs, including global positioning systems (GPS), 

lidar, radar, and multiple cameras [69,70]. The type and scope of 

sensors indicate what types of data might be readily collected by 

AVs and allowed us to extrapolate follow-on impacts. Here, we 

draw on two primary research topics. First, we follow Insua et 

al.’s work on developing an adversarial risk analysis framework, 

which informs how our framework relates cyber- and physical 

threats, and their connection to cost to victims [71]. Second, we 

follow Cavoukian’s work on operationalizing privacy-by-

design, to help identify unique scenarios for consideration [72]. 

We extend our framework from the thesis that human-centered 

design applied to stakeholders beyond the vehicle can help, in 

Cavoukian’s terms, “prevent privacy-invasive events before they 

happen” [72]. To further learn about the specific scenarios and 

impacts of situations of the bystander in AV suites, we identified 

the definition of “bystander” as an indirect stakeholder (any 

individual excluding the driver). This definition is inspired by 

Yao et al.’s and Sleeper et al’s work on privacy considerations 

for [5,73]. We also accounted for vehicles with all levels of 

automation, from level 3 (conditional automation), level 4 (high 

automation), to level 5 (full automation) [74]. This framework 

may allow AV industries to consider a variety of cases in which 

automation may be harmful. 

Figure 1. Framework for Scenarios Figure 2. Framework for Impacts 
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Our framework, as specifically instantiated here, is 

concerned with developing and integrating best practices to 

consider bystander privacy during the decision-making process 

surrounding the development and regulation of AVs. We seek 

for it to be generalizable to allow stakeholders involved in CPSS 

development to quickly identify and evaluate risk scenarios in a 

human-centered fashion.  

First we identify dimensions of (1) level of bystander 

consent, what we term agency, and (2) uniqueness of privacy risk 

presented by AVs, as opposed to other devices and systems (Fig. 

1). These dimensions describe various scenarios in which AVs 

may create privacy risk. Shown in the figure are five example 

scenarios presented to interviewees to illustrate how a tool like 

this could help stakeholders in AV development conceptualize 

risk scenarios for consideration, analysis, and management.  

Second, we identify dimensions of (1) likelihood of 

occurrence and (2) level of harm (Fig. 2). These dimensions help 

establish the impacts that might result from autonomous 

vehicles’ collection of bystander data.  

 

Table 2: Interview Participant Information, by Subject 
Participa

nt 

Number  

Domain of 

Expertise 

Years of Experience in the 

Automotive / Information 

Security / AV sectors 

P1  Technology, 

Security 

20+ 

P2 Security, 

Design 

5-10 

P3 Technology, 

Policy 

20+ 

P4 Policy 5-10 

P5 Policy 10-20 

P6 Technology, 

Security 

10-20 

P7 Technology 10-20 

 
Table 3: Interview Participant Information, Overview 

Demographic Aspect Percentage 

Domain of 

Expertise 

Technology 57% 

Security 43% 

Policy 43% 

Design 14% 

Years of 

Experience 

1-5 0% 

5-10 28% 

10-20 43% 

20+ 28% 

 
3.3 Data Collection & Analysis 
From the AV and security industries, we contacted participants 

with backgrounds, roles, and expertise in the areas of 

technology, policy, security, and design. Demographic 

background details about the 7 participants interviewed are listed 

in Table 2 and Table 3. Participants had an average of 14 years 

of experience specifically in the automotive, security and/or AV 

sectors. We note that several participants represented more than 

one discipline, accounting for a >100% total in Table 3. After 

transcribing the interviews, we utilized thematic analysis on our 

data. We identified key quotes and formulated key takeaways  

for each interview, and clustered key findings across interviews 

to surface thematic patterns in the data.  

 

4. FINDINGS & EMERGING HYPOTHESES 
In this section, we review preliminary findings, organized by 

theme, and discuss how they inform emerging hypotheses. We 

first address how our interviewees consider risk from human-

centered perspectives (Section 4.1). Next, we consider emerging 

disciplinary gaps that occur during consideration of AVs and 

privacy (Section 4.2). Lastly, we describe challenges and 

opportunities for scenario-based frameworks in assessing risks 

associated with AVs and bystanders (Section 4.3). 

 

4.1. Theme 1: Human-centeredness in Privacy Risk 
Assessment in Evolving CPSS 
 
4.1.1. Hypothesis 1.1: Frameworks leveraged by 

technologists and policy experts appear to focus on technical 

risk, rather than human-centered risk considering 

bystanders and other stakeholders.  

Interviews with experts in cybersecurity, technology and policy 

suggest the importance of technical- and cyber-risk-focused 

approaches, rather than human-centered risk as related to 

bystanders. This is revealed in the majority of interview findings, 

with 6 out of 7 participants (excluding P2) implying that they do 

not consider bystanders in their work related to AVs. As P7 said,  

 

“But I don't think, and I have not seen… a general concern 

about protecting the security of the people around the 

vehicle… all the places that I've worked in… [is] usually the 

most concerned [with] what the user is experiencing, rather 

than other people that may be around.” (P7) 

 

There are many different frameworks and methodologies for 

assessing risk that interviewees have found useful in their work 

with AVs, including threat-based methodologies and safety 

prevention protocols. Interestingly, P1 discussed moral risks that 

may occur, which approached a discussion of values and 

stakeholders, but stayed at a level of frameworks rather than 

implications. In discussing a hypothetical example of an accident 

involving members of disadvantaged communities, and the 

possibility that this would raise issues of discrimination in 

autonomous systems, P1 identified:  

 

“... a contrast [between the] moral decision-making element 

[and] security and hazard analysis.” (P1) 

 

Meanwhile, P7 focused their response on safety analysis, a 

practice to identify failure modes and points in a system. In their 

discussion of their work with AVs specifically, software controls 

the vehicle, increasing the size of the attack surface. P7 framed 

their consideration of risk in these terms: 

 

“Functional safety [is] trying to identify the hazards derived 

from unintended activation of certain functions.” (P7) 
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P7 went on to identify common methodologies such as threat 

analysis and “damage scenarios” that can account for all types of 

harm that can possibly happen. Both P1 and P7 referenced 

approaches such as SFOP (Safety, Financial, Operational, and 

Privacy) [75] or TARA (Threat Agent Risk Assessment) [76]. 

These findings suggest that despite the interest in 

stakeholders and end-users in AVs and CPSS more broadly, 

those tasked with developing and designing such systems rarely 

consider human-centered risk associated with non-end-user 

stakeholders in their work. Notably, it is revealed that the only 

participant who had a divergent viewpoint, P2, has a partial 

design role; this suggests that among key stakeholders in AVs’ 

development, designers offer a distinct perspectival role 

regarding human-centered risk of non-end-user participants.  

 

4.1.2. Hypothesis 1.2: Human-centered frameworks for risk 

are nascent in their application to AVs.  

 

Policies regarding AVs are evolving and findings suggest that 

human-centered considerations are not a primary concern for 

practitioners. The AV industry is emerging, as P6 suggests, and 

it is not necessarily oriented towards human-centered challenges, 

and bystanders are not familiar with the idea of privacy and 

security regarding AV systems: 

 

“Reading the privacy policy of [a] Google or Apple 

[product] is far easier than reading [the privacy policy of] 

your favorite [car] manufacturer.”  

 

“[AVs] are perpetually five years away.” (P6) 

 

Considering the lack of knowledge for most consumers at this 

time, this implies that human-centered considerations may be 

accounted for after further use and development. In contrast, P2, 

a systems engineer with responsibilities related to design, 

described the use of test cases in their work:  

 

“... [we] define through test cases, which shows whether 

we are discriminatory or not [when creating a 

framework for AVs].” (P2) 

 

P2 later surfaced the concept of value sensitive design (VSD), 

and highlighted the importance of engaging both stakeholders 

and end users. VSD is intended to account for situations 

stemming from a broader base of stakeholders than may be 

immediately evident. P2 further underlined the importance of 

moral psychology, using deontological arguments for high risk 

scenarios while consequential arguments for low risk scenarios.  

These findings suggest that the AV developers and 

designers may not yet be acclimated to human-centered 

considerations within the field. In particular, it is revealed that 

the shortage of consumers and available case studies with the use 

of AVs makes it difficult to create and assess frameworks. We 

see a research opportunity for frameworks and processes that can 

better account for human-centered considerations. 

 

4.2. Theme 2: Interdisciplinarity in the design of 
evolving CPSS.  
 

4.2.1. Hypothesis 2.1: Mental Models of CPSS differ across 

multidisciplinary participants.  

Participants had varying perceptions of the current 

considerations for security and privacy in the AV industry and 

the future effects on privacy as AVs become more common. As 

policy expert P5 said, their mental model of what ‘safety’ 

represents invoked questions rather than a definitive explanation:  

 

“The big question that… still remains somewhat 

unsolved… is how do you define a safe autonomous 

vehicle… it might be easy to say ‘safer than a human 

driver,’ [but] then the question is… how much safer and 

how are you measuring that.” (P5) 

 

Within our interviews, we inquired about the relationship 

between security and privacy. There was a mixed response on 

how interrelated privacy and security are, and not all participants 

explicitly defined the terms. While 4 out of 7 participants 

mentioned that security is a given or necessary component, 2 out 

of 7 participants mentioned that the AV industry lacks a specific 

definition on what is considered safe or secure enough. P6, 

whose roles crossed security and technology, articulated two 

radically different mental models of privacy associated with 

AVs, one positive, and one negative:  

 

“[One school of thought is] there’s going to be so many 

more sensors and … collection of data and that’s going 

to create problems… The second school of thought… 

[is] you will enjoy greater privacy with autonomous 

vehicles, because… [we] will see more obfuscation of 

data just because it’s a shared experience.” (P6)  

 

Participant P7, a technologist, shared another mental model 

of privacy related to AVs - that it was no source of risk:  

 

“I have never thought about having privacy as an issue, 

other than in the way that we are consuming data for the 

development of the vehicles … I honestly don’t know 

if there’s any … [concerns for] the way that those 

images are being used.” (P7) 

 

Participant P3, a technologist working with policy, added further 

nuance to P7’s perspective, arguing that AV privacy risks simply 

duplicated risks associated with other aspects of daily life: 

 

“Your sense of anonymity… doesn’t exist in public 

spaces … why is it different for AVs?” (P3) 

 

This point was mentioned by 4 out of 7 participants, illustrating 

the range of diverse perspectives on privacy risks associated with 

AVs among our interviewees.  
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Also revealing of mental models were analogies participants 

drew to explain critical topics. Related to P3’s point above, 

Participant P4 described AVs’ data collection risks this way:  

 

“... these are just smartphones on wheels. And it really 

is a good analogy there because there are just as many 

different entities interested in obtaining information 

gained from a smartphone.” (P4) 

 

P6 described users’ and bystanders’ abilities to manage their data 

and privacy preferences this way:  

 

“... once you get into the autonomous vehicle 

[consumers’ ability to understand privacy risks] gets 

even worse, I mean … this stuff is as close to black 

magic as anything that we see in the world.” (P6) 

 

These findings suggest that diverse mental models exist 

among experts in considering concepts that range from the 

essential, such as what AVs are, to the inherently broad, such as 

what constitutes “security” and “privacy.” While our sample size 

is not sufficient to draw definitive conclusions about the 

relationship between mental models and discipline, these results 

present an opportunity for further research into the nature of 

these disciplinary differences. Considering the importance of 

shared mental models in design and development [33], future 

models and frameworks for addressing bystander privacy risks 

in AVs should take into account stakeholders’ diverse 

perceptions of foundational concepts. These findings echo and 

further develop Esmander et al.’s research on significant 

differences in mental models between accountants and software 

developers, highlighting the need for reconciliation across 

disciplines in the design and development of AVs [35]. 

 

4.2.2. Hypothesis 2.2: Vocabulary of CPSS differs across 

multidisciplinary participants.  

Zooming in from differing mental models, several vocabulary 

terms presented conflicting disciplinary perspectives. In 

discussing how AVs’ data collection interfaces with bystanders, 

we introduced the concept of agency, critical to consent in data 

sharing. P6, a technologist, used the term as follows:  

 

“... I don’t know how anything has high agency - [users 

and bystanders] have no idea this is happening, right?” 

(P6) 

 

While evincing a clear opinion about the nature of agency in data 

collection, P6 illustrates clear fluency with the term agency as 

used in the context of data collection. In contrast, P4, a policy 

expert, had a different response to agency:  

 

“[You will need to] distinguish how you're using the 

term from the more traditional legal uses of the term 

agency.” (P4) 

 

This comment from P4 highlights differences in vocabulary and 

contextual associations of key terms between disciplines critical 

to AV development.  

This finding suggests that the interdisciplinary nature of AV 

development will invite significant vocabulary challenges as 

disciplines engage with one another. The example of agency 

focuses on the nuances of our guiding design framework. As 

technologists, we bring a technical lens to both our work and 

vocabulary; in contrast to our experience, P4, as a policy expert, 

challenged the notion of ‘agency’ as a viable dimension for our 

framework, given its disciplinary implications. This finding 

suggests that calibrating frameworks to account for disciplinary 

context will be essential to AVs and CPSS generally.  

 

4.3. Theme 3: Human-centeredness in scenario-based 
risk assessment.  
 

4.3.1. Hypothesis 3.1: Scenario-based frameworks need to 

account for ongoing contextual change surrounding CPSS.  

CPSS of AVs present numerous stakeholders and constantly 

evolving policy, technology, and social conditions which are not 

captured through scenario based-frameworks. P4 suggested that 

identifying various stakeholders is a crucial precursor for 

scenario-based analysis:  

 

“Before you try to establish a framework for how 

entities can use data … figure out who all the potential 

stakeholders are and I don’t think that is easy. I think 

that [stakeholders] will continue to increase.” (P4) 

 

Stakeholders will likely increase and change over time. This 

complicates efforts to understand these stakeholders, as noted 

above, but may also make prior scenario-based analyses 

obsolete. This applies not only to the role of stakeholders but also 

the policy context in which AVs are implemented. P5 argued that 

policies related to technology implementation must be 

considered into scenario-based risk assessment:  

 

“...the way that [autonomous vehicles] are rolled out are 

pretty radically different…if you just lump autonomous 

as a robot taxi then you’re missing a lot of what is 

actually happening.” (P5) 

 

Interestingly, AV implementation policies continue to evolve, as 

discussed in section 4.2.1, further complicating this assessment. 

P2 articulated the need for scenario-based frameworks to account 

for ongoing technology change:  

“[uniqueness to autonomous vehicles] will definitely go 

down naturally as technology progresses and as sensors 

that we’re using are no longer unique to autonomous 

vehicles” (P2) 

 

P2’s argument that as AVs become more prevalent, specific AV 

technologies, e.g. lidar, may no longer remain unique to the 

application of AVs. This finding also supports P5’s 

recommendation on integrating implementation policies by 
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suggesting that applications of specific technologies may evolve 

overtime, thereby modifying the perceived risk of those 

technologies in the context of Avs.  

These findings suggest that as AVs continue to evolve, 

scenarios to describe their impact, and ultimately inform 

thoughtful design decision-making must shift as well. Notable 

among these findings is the fact that technological change is only 

part of the changing landscape. Social factors and 

implementation factors may also undergo quick change, 

requiring scenarios to shift to account for them. These results 

follow work in climate risk assessment, which also emphasized 

continuously updating scenarios [38]. 

 

4.3.2. Hypothesis 3.2: Scenario-based frameworks need a 

mechanism to be translated into design processes.  

While scenario-based frameworks provide a structure to consider 

the consequences of AVs on bystanders, these frameworks need 

mechanisms to allow them to be translated into the traditional 

process of engineering, design, and policymaking. P2, a systems 

engineer with responsibility for design, argued:  

 

“…how you get into the actual engineering or [other] 

decisions that are being made…that translation layer is 

going to be very important.” (P2) 

 

P2’s argument that scenario-based frameworks should include a 

“translation layer” suggests that the work of converting insights 

into engineering or design requirements requires specific effort. 

P2 went on to share an example of a scenario where a pedestrian 

wants to cross a street in front of an AV that could be driving 

very quickly or very slowly, translating into “requirements on 

smoothness in terms of acceleration and deceleration.” The need 

for integrating scenario-based frameworks in policy making 

related to AVs was described by P5, who suggested that 

scenario-based frameworks would “definitely help 

policymakers’ number one [priority]”: 

 

“...some language and clarity… for the level of 

exposure that you should expect and there are some 

litigations and these are some areas where you look to 

create mitigations and safeguard.” (P5) 

 

The integration of scenario-based frameworks in engineering, 

design, and policy processes currently appears to be lacking. 

This finding is consistent with the low prevalence of human-

centered risk frameworks in the development of AVs and 

associated policies as discussed in section 4.1. 

 
5. KNOWLEDGE GAPS, RESEARCH OPPORTUNITIES 
AND TAKEAWAYS FOR DESIGN OF EVOLVING CPSS  
While our findings are specifically grounded in autonomous 

vehicles, they have implications for research into evolving CPSS 

and invite research questions extending from our themes. These, 

along with corresponding implications, are described in Table 4. 

Theme 1. Human-centered approaches for CPPS privacy 

risk assessment appear not to be widely used, highlighting the 

need for CPSS to emphasize the ‘social’ alongside the cyber and 

the physical. In many ways, these findings reinforce Zeng et al.’s 

analysis of systems-level modeling of CPSS: CPSS are 

predominantly analyzed and modeled via technical analyses 

[12]. Our preliminary findings suggest that CPSS-like 

autonomous vehicles have significant effects on stakeholders 

that may not be readily considered by traditional frameworks. 

Our research question for the field of evolving CPSS is thus how 

can human-centered approaches for describing risks integrate 

with existing technical frameworks for analyzing CPSS? This 

issue becomes especially crucial considering our hypotheses for 

Theme 3, about the changing conditions of AVs and particularly 

the proliferation of stakeholders. 

Theme 2. Differing disciplinary participants evince 

different vocabularies and mental models of critical components 

of autonomous vehicles, which has several implications for 

future CPSS research. First, as much of CPSS design and 

analysis activity is interdisciplinary [28,29], gaps in vocabularies 

and mental models between disciplines will likely complicate 

many CPSS design and analysis efforts. For example, 

differences in mental models for “privacy” risks may imply 

differences in “human values” in the contexts of Value-Sensitive 

Design for CPSS [45]. Furthermore, these gaps may expand as 

various disciplines follow different trajectories to navigate 

evolving CPSS and the conditions surrounding them. Second, as 

evolving CPSS introduces entirely new vocabularies and 

concepts to absorb, further divergences can only be expected. 

Esmander et al.’s study of diverging mental models concerning 

the adoption of blockchain highlighted this: software developers 

had vastly different mental models of blockchain than 

accountants did, despite both groups working on the same 

accounting system [35]. Our corresponding research question for 

the field of evolving CPSS is thus what design ontologies and 

frameworks can facilitate interdisciplinary shared mental 

models even as CPSS and their contexts shift rapidly? 

Theme 3. Scenario-based frameworks designed to aid in the 

design of autonomous vehicles may rapidly become obsolete due 

to changing contexts directly relates to the theme of evolving 

CPSS. Scenario-based frameworks, like SOTIF [41], offer 

design practitioners the ability to envision and account for 

specific contexts in ways that more abstract frameworks cannot.  

However, in CPSS, these scenarios may quickly go out of date; 

our findings suggest that for the case of autonomous vehicles and 

bystander privacy, this obsolescence has already occurred.  Best 

practices from other domains, e.g. climate change, are to 

continuously update scenarios and their associated risks [43]. 

Our corresponding research question for the field of evolving 

CPSS is twofold:  first, how can we ensure that scenarios related 

to design frameworks for CPSS remain relevant amid changing 

conditions? Second, how can we enable CPSS designers to 

envision and account for concrete and relevant scenarios? 

Methods to explore these questions may lie at the intersection of 

traditional design, speculative design [77], and strategic 

foresight [78]. These latter approaches invite an exploration of 

future possibilities, potentially accounting for evolving CPSS.  

https://www.zotero.org/google-docs/?cwfIm1
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Table 4: Summary of Knowledge Gaps, Research Questions, and Potential Implications.  

CPSS Themes & Gaps  Research Questions for Evolving CPSS Implications on CPSS Design Research 

Human-centeredness in 

privacy risk assessment 

What is the difference between technical privacy risks 

and human-centered risks considering bystanders and 

other stakeholders? 

Understanding the ways in which human-centered and 

technical frameworks diverge and converge and using this 

understanding to build holistic design tools for CPSS. 

What are barriers to adopting human-centered risk 

assessment in technical, design, and policy disciplines? 
Making human-centered frameworks more prevalent in the 

design of CPSS across the technical and policy domains.   

Human-centeredness in 

scenario-based risk 

assessment 

How can we account for the complexity of stakeholders 

in CPSS scenarios? 
Seamless integration of the “social” during CPSS design.  

How can scenario-based frameworks better account for 

changing policy, technology, or social dimensions 

characterizing CPSS? 

Ensuring that human-centered scenario frameworks remain 

relevant and reliable as CPSS evolve.  

How can we enable CPSS designers to envision and 

account for concrete and relevant scenarios? 
Improving the quality and reliability of human-centered 

scenario frameworks for CPSS design.  

Interdisciplinarity in the 

design of evolving 

CPSS 

How does the vocabulary to describe CPSS topics 

differ across various disciplines, and how can we 

bridge and reconcile these differences? 

Reconciling different mental models across disciplines 

involved in designing CPSS and affording more seamless 

collaboration through a shared vocabulary.   

What ontologies and frameworks facilitate 

interdisciplinary dialogue as CPSS contexts shift? 
Enabling interdisciplinary collaboration during CPSS design 

CPSS as its related mental models evolve.  

This work has several limitations. First, a relatively small 

sample size limits the generalizability of our findings. To address 

this, ongoing research involves interviewing more practitioners. 

Second, the inherently complex nature of autonomous vehicles 

as related to bystander privacy means that all disciplinary and 

functional roles related to this CPSS were not engaged. We hope 

to interview participants from disciplines not already represented 

in the future. Third, CPSS is multifaceted, and consideration of 

all elements of autonomous vehicles and privacy, for example 

infrastructure and services, could not be explored here. We thus 

view our initial focus on autonomous vehicles and bystander 

privacy as a point of departure for further research. Last, given 

the sparseness of our data, we cannot establish a strong 

conclusion about what a human-centered scenario-based 

framework would look like; we intend to conduct a survey study 

similar to Bloom’s [69], to validate findings. 

 

6. CONCLUSIONS 
In this work, we explore the challenges and opportunities for 

developing human-centered risk frameworks for cyber-physical-

social systems. We examine the example of autonomous vehicles 

and their data privacy risks and seek to explore how practitioners 

working in this field consider human-centered risk in their work. 

Through interviews with experts, we identify three themes that 

invite further development of human-centered risk frameworks 

to support and impact design of CPSS. First, few frameworks 

adopted by practitioners appeared to be human-centered. 

Second, differing disciplinary contributors to autonomous 

vehicles had differing vocabularies and mental models of critical 

aspects of designing for CPSS. Lastly, scenario-based 

frameworks, even when human-centered, risked quick 

obsolescence without updates due to the changing components 

and context of CPSS. These gaps and opportunities for design 

researchers exploring evolving CPSS. 
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