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Engineering design relies on the human ability to make complex decisions,
but design activities are increasingly supported by computation. Although
computation can help humans make decisions, over- or under-reliance on
imperfect models can prevent successful outcomes. To investigate the ef-
fects of assistance from a computational agent on decision making, a behav-
ioral experiment was conducted (N = 33). Participants chose between pairs
of aircraft brackets while optimizing the design across competing objectives
(mass and displacement). Participants received suggestions from a simu-
lated model which suggested correct (i.e., better) and incorrect (i.e., worse)
designs based on the global design space. In an uncertain case, both options
were approximately equivalent but differed along the objectives. The results
indicate that designers do not follow suggestions when the relative design
performances are notably different, often underutilizing them to their detri-
ment. However, they follow the suggestions more than expected when the
better design choice is less clear.

Introduction

A typical engineering design process consists of several stages, such as plan-
ning, concept development, system-level design, detail design, testing and
refinement, and production ramp-up, where humans must make many deci-
sions related to the design [1]. They often utilize several methods and
sources of information, including objective measures obtained from con-
trolled prototype testing or “rule of thumb” heuristics from experience to
make these decisions. Additionally, engineering designers have the increas-
ing ability to augment their design process using computational methods and
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models [2]. For instance, generative adversarial networks (GANs) can be
used to synthesize general concepts according to text descriptions (e.g., a
chair shaped like an avocado) [3], or natural language processing-based ma-
chine learning methods can automate the evaluation of early-stage design
concepts for novelty [4]. GANs can also be used to synthesize designs that
meet specific engineering requirements (e.g., airfoils with particular lift-to-
drag ratios [5] or part interdependencies [6]) for the detail design stage.
Data-driven surrogate models can then allow engineers to simulate their de-
signs more efficiently and allow design optimization across these numerous
design options for the testing and refinement phase [7]. Additionally, intel-
ligent assistants have been developed to augment designers across the vari-
ous phases of complex system design [8]. While computational models for
generation or evaluation of designs can assist decision making, engineering
designers typically make the final choices on how to utilize the model out-
puts for design activities.

The assistance of computational models and interfaces may generally
help designers make difficult design decisions or navigate an expansive de-
sign space. However, this type of decision making, sometimes referred to as
“Al-assisted decision making,” relies on the ability to calibrate human trust
in the system to ensure that joint decision making leads to an overall im-
provement in outcomes [9]. Therefore, it is important to investigate what
happens when these models are wrong or when they clash with a designer’s
intuition or intent. For example, how might a human’s design decisions be
impacted by a concept evaluator that does not find novel concepts or a GAN
that generates a design that is not functionally viable? There can be signifi-
cant financial or safety-related costs to the outcomes (i.e., final designs) if
suboptimal decisions are made during the engineering design process. These
poor decisions might stem from erroneous judgement on the human side,
erroneous information provided by any computational tool that is used, or a
combination of both. Engineering designers may have enough domain ex-
pertise to recognize errors, at the cost of diminishing trust in the systems.

Engineering design requires making tradeoffs based on a variety of fac-
tors, adding another layer of complexity to collaborative interactions. In a
case where a design decision may not be clearly “right” or “wrong,” how
would a model’s output be interpreted and inform decisions? There is evi-
dence that in uncertain domains (where uncertainty cannot be resolved until
the event has taken place), people, and particularly experts, prefer to use
human judgement even when assisted by algorithms that can outperform
them [10]. Uncertainty often cannot be resolved until after costly testing or
deployment procedures in engineering design, motivating the need to under-
stand how the behavior might persist in this domain. To investigate the be-
havioral impact of suggestions from a computational model during design,
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we conducted an experiment where participants were asked to optimize a
design while trading off between two objectives. During decisions, partici-
pants were provided with the assistance (in the form of a suggested solution)
of an imperfect simulated computational model as well as information to
make their own judgements. The results provide initial insights into the de-
cision-making behavior and performance of engineering designers in col-
laboration with an agent during an uncertain, multi-objective task.

Related Work

Human-computer collaboration in engineering design

Human-computer collaboration has been envisioned to take advantage of
designers’ ability to formalize design problems while overcoming the cog-
nitive limit of the many variables in a design problem in engineering design
[2, 11]. Multi-objective optimization algorithms are specifically useful for
engineering design problems [12] and prior work finds that bringing humans
in the loop for this process, for example, by using a decision-making para-
digm called trade space exploration, helps in the search for optimal designs
[13]. Similarly, a study of side-by-side human-robot trade space exploration
for complex system design finds that collaboration leads to better designs
than solo efforts. However, downsides arise when humans become aware of
(and sometimes frustrated with) the limitations of the agent and its sugges-
tions [14]. The effect of algorithmic or Al advice has also been examined
through tasks such as drone or truss structure design. In the case of drone
design, the effect of Al assistance, which provides Pareto optimal design
suggestions from a generative algorithm, is measured by its impact on the
overall quality (defined as a utility function of several objectives: range, ve-
locity, cost, and payload) of a designer’s final design submissions. A be-
tween-subjects study reveals that the quality of drone designs is generally
higher when participants (self-reported experts and nonexperts) are pro-
vided with the Al assistance compared to when they design alone [15]. The
truss structure design study investigates the effect of Al assistance on design
teams instead of on individuals. Experimental results find that, unlike for
the drone design task, the Al assistance appears to hurt the performance (as
measured by the strength to weight ratio of the truss) of high-performing
teams [16]. These studies demonstrate the budding potential for human-Al
collaboration in engineering design by separating participants into condi-
tions where they either have or lack access to the Al assistance and measur-
ing resulting differences in performance [14-16]. However, these perfor-
mance improvements might only be realized if people are willing to accept
Al assistance in the first place. The study conducted here shares similarities
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with the previous engineering design studies in its task (having multi-objec-
tive criteria) but focuses, in addition to resulting performance measures, on
the tendency to follow or ignore assistance during the task.

Human trust in automation and acceptance of algorithmic advice

A survey on studies of human interactions with technology reveals that a
variety of human factors, such as trust, mental workload, and automation
accuracy, affect whether automation (defined in this case as a machine agent
carrying out a previously human function) is used by a human or not. Hu-
mans can exhibit both overreliance and underutilization of automation, in-
fluenced by different combinations of these factors. Overreliance can be
caused by using the automation as a decision heuristic, a possibility for ex-
perts and nonexperts alike. Underutilization, on the other hand, is often a
result of a lack of trust from the human side [17]. Prior work typically frames
the lack of proper reliance on “machine advice” as two conflicting human
biases: algorithmic appreciation and algorithmic aversion. Algorithmic ap-
preciation refers to humans preferring assistance from an algorithm over an-
other human [ 18], while algorithmic aversion refers to resistance to accept-
ing recommendations from algorithms (even if they may outperform
humans) [19]. Experimental results relating to algorithmic appreciation vs.
algorithmic aversion are inconsistent. Several forecasting experiments indi-
cate that people were generally more likely to accept advice from an algo-
rithm than from other humans, lending support for algorithmic appreciation.
However, prior work has found that appreciation of algorithmic advice re-
duces when people choose between the algorithm and their own judgement
and when they have domain expertise. Notably, in the forecasting experi-
ments, experts exhibited reduced accuracy compared to nonexperts due to
their discounting of the algorithmic advice [18]. Supporting algorithmic
aversion, some experiments find that people were likely to disregard sug-
gestions after observing a mistake, even if the algorithmic results outper-
formed human decisions on average [19]. Experimental data from a percep-
tual decision-making task also indicates algorithmic aversion behavior,
explaining this behavior through a meta-cognitive bandit model [20]. Unlike
the tasks in many of these studies, which have a ground truth for compari-
son, the tasks in the engineering design studies tend to be more open-ended.
The study conducted here introduces some of the open-endedness typical of
design but maintains similar structure to previous studies on algorithmic ap-
preciation and aversion by utilizing repeated decision-making trials.
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Methods

A human subject experiment was conducted to explore the impact of com-
putational model output on design decision making. The study consisted of
a task, where participants made repeated decisions, and a post-task survey,
where participants answered questions related to the task and themselves.

Participants: Data was collected from 33 participants, recruited from a uni-
versity’s design, mechanical engineering, and materials science engineering
departments. Data collection was IRB-approved and participants were com-
pensated $10 for their time. To be eligible for the study, participants indi-
cated that they were over the age of 18 and had taken a course in struc-
tural/solid mechanics. Participants ranged from 19 to 31 years old (M =22.5,
SD = 3.0). 21 participants were men, 10 were women, and 2 were non-bi-
nary. There were 17 undergraduate students, 13 graduate students (PhD and
masters), 2 working professionals, and 1 recent graduate. Finally, 25 partic-
ipants indicated that they had 0-4 years of engineering/design experience,
while 8 indicated that they had 5-9 years of engineering/design experience.

Context: This study utilized the redesign of a jet engine bracket for additive
manufacturing. The task was based on the real design challenge hosted by
General Electric on GrabCAD, where engineers had to assess a weight vs.
strength tradeoff and submit optimized bracket designs, which were then
evaluated using simulation [21]. A dataset of these designs, their properties,
and simulations of their performance was made publicly available and a sub-
set of this dataset was used as the stimulus set for this study [22]. Partici-
pants in our study were provided with pairs of the designs with accompany-
ing information and asked to select the “better” design, utilizing the same
tradeoff. The provided information included 3D models of the designs, per-
formance graphs, visualizations of the simulation results, and a suggestion
(Fig. 2). Participants were informed that the suggestion was from a compu-
tational model trained on many designs (the actual mechanism for determin-
ing the suggestion is explained in the next section). This “model” could be
erroneous, indicated by whether it correctly suggested a better design ac-
cording to the multi-objective criteria.

Experimental design: There were 381 bracket designs in the dataset, rep-
resenting the global design space explored during the GrabCAD challenge.
Each design had an associated mass, maximum displacement (determined
across the four loading conditions in the original challenge), and category
(determined qualitatively [22]). Bracket designs were compared based on
Pareto optimality with two equally weighted objectives. The Pareto frontier
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refers to where no individual criterion can be made better without making
another criterion worse. Therefore, to classify the multi-objective perfor-
mance of each design, the Pareto optimal set was calculated iteratively
across the designs as follows: (1) the Pareto optimal set (designs on the Pa-
reto frontier using mass and maximum displacement as criteria) was found
across the full set of designs, (2) that optimal set was removed, (3) the Pareto
optimal set was calculated again for the rest of the designs, and (4) this pro-
cess was repeated until each design was in one of the sets. The results of this
process are visualized in Fig. 1, where the lower (i.e., earlier) iterations in-
dicate the more globally optimal designs as opposed to the higher (i.e., later)
iterations. This method provided a quantification of designs that were “bet-
ter” or “worse” than each other and those that were similar in performance.
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Fig. 1. The Pareto optimal set was iteratively calculated to quantify compar-
isons between pairs of designs based on multi-objective criteria. Iteration 0
refers to the globally optimal set of designs.

The iteration classifications were used to quantify which design was sug-
gested to the participants as the “model’s suggestion.” This simulated model
emulates a data-driven model in several key aspects. For instance, data-
driven models make use of large amounts of data that humans cannot syn-
thesize on their own. In this experiment, while the participants could only
access a local set of designs (the two designs they decide between), the
“model” assessed which design was better based on the global set (all the
designs that were submitted as potential solutions in the challenge). The Pa-
reto optimal sets were calculated based only on designs that were explored
during the original challenge, excluding any possibly better designs that
were left unexplored and are therefore unknown. Real data-driven models
share this limitation, as they may struggle reach new areas of a design space.

The experiment had one manipulation (the model’s suggestion—Table 1)
and participants were exposed to all conditions (within-subjects) with the
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trials shuffled pseudo-randomly. The accuracy of the model was set to 71%
(only counting trials where there is a “ground truth” for the better design) to
try to ensure that the participants did not immediately lose trust in the sug-
gestions. This meant that fewer trials were presented for the incorrect sug-
gestion condition compared to the other conditions.

Table 1. Conditions and trials in the experiment

. Number |
Condition of Trials Yo
Correct suggestion (suggested design was optimal in 15 50
an earlier iteration)

Equivalent suggestion (both designs were considered
. . : . 9 30
optimal in the same iteration)
Incorrect suggestion (suggested design was optimal in
: ; 6 20
a later iteration)

Constraints on the task length and the number of suitable stimuli limited the
number of trials conducted for each participant. Additionally, because par-
ticipants were required to have some amount of domain expertise within
design, the availability of participants was limited.

Stimuli: The stimulus set was selected so that their multi-objective proper-
ties would represent the global space (shown in Fig. 1) of designs. A total
of 60 bracket designs (two designs per trial for 30 trials) were shown to
participants for the main block, with an additional eight for four practice
trials and one for the instructions. None were repeated. Several factors were
counterbalanced within conditions. First, the distance between the maxi-
mum displacement values were balanced since they are found via simulation
and may represent a source of error. Next, categories (flat, block, butterfly,
beam, and arch), referring to the rough general shapes of the brackets, were
balanced as they have notable visual differences. Finally, the locations of
the designs in the multi-objective design space were balanced. Some factors
were not fully accounted for due to the visual diversity of the designs in the
dataset, the qualitative nature of the categorization, and the imbalance of the
number of designs in each of these categories. We did not counterbalance if
the same underlying stimuli were associated with "correct”" and "incorrect"
model responses (this would allow for counterbalancing only a subset of the
items due to the unequal number of trials in each condition).

Interface: The task was deployed online and participants were directed to a
Google Forms survey after completion. The data from the task was collected
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through a custom online interface developed in Unity (using the UXF [23])
and sent to a database in Amazon Web Services. Figure 2 shows the inter-
face and the types of information available, including an interactable 3D
object. Since the two design alternatives were presented side-by-side, a
counterbalancing factor was included to account for if the suggested design
was on the right or left. Every participant had the same four practice trials,
which contained the correct and incorrect suggestion conditions with similar
accuracy to the remaining trials (75%). Participants were given feedback on
how many times they selected the optimal design during practice (e.g., %
times), but no information about which trials they answered correctly.

Data was collected about the designs selected by the participants as well
as the time spent on each trial. Prior to analyzing the data, four trials (of 990
trials total, not including practice trials) were removed because the response
time was not greater than 500 milliseconds (approximately the time needed
to consciously recognize and respond to a visual stimulus).
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Fig. 2. Participants were instructed to select designs based on the infor-
mation provided, using the interface shown.

Survey: Participants were directed to a survey after the task and asked the
questions about the perceived accuracy of the model, the information they
used to make their decisions, the strategy they used during the task, their
knowledge about the task domain, and their experience in engineering and
design more generally.

Results

The effect of model error on suggestion acceptance and performance

The trials were analyzed to investigate how the simulated model’s sugges-
tion of a better or worse-performing design solution impacted participants’



How does machine advice influence design choice? 9

decision making. Only conditions with a ground truth (“correct suggestion”
and “incorrect suggestion,” not “equivalent suggestion) were included in
these analyses. Figure 3 shows the proportion of participants’ decisions that
aligned with the provided suggestions (median = 0.57).
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Fig. 3. Distribution of the probability of selecting the suggested design
across all participants (median = 0.57) vs. the expected proportion (0.71)

The proportion of decisions that was expected to align with the suggestions
— if the participant and the simulated model agreed — was 71%, the actual
proportion of correct suggestions. A non-parametric Wilcoxon signed-rank
test was conducted as the data violated the assumption of normality, show-
ing that there was a significant difference between the hypothesized value
and the observations (W = 24.0, p < 0.001). When the performance of the
two alternatives differed, participants’ selection of the suggested design was
lower than expected. The participants’ performance was also quantified by
their accuracy, referring to the proportion of the time the correct, better-per-
forming design was selected (the same design as the model’s suggestion in
the correct condition and the non-suggested design in the incorrect con-
dition). Figure 4A shows the accuracy distribution across participants (me-
dian = 0.76). Figure 4B displays the accuracy of participants across each of
the two conditions. Notably, participant accuracy was higher when given
the incorrect suggestion (median = 0.83) than when given the correct sug-
gestion (median = 0.73). A non-parametric Wilcoxon signed-rank test was
conducted to test this effect, showing that there was a significant difference
in the participant accuracy across the conditions (W = 152.0, p = 0.02).

The effect of suggestions in uncertain scenarios

The equivalent condition was analyzed to investigate how the suggestions
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Fig 4. A) Accuracy across all participants (median = 0.76). B) Accuracy for
incorrect (median = 0.83) vs. correct (median = 0.73) trials (p = 0.02)

impacted participants’ decision making when both design alternatives were
close in multi-objective performance. These design pairs were considered
optimal on the same iteration, but differed in which property was prioritized
(e.g., a bracket with high mass but low displacement vs. a bracket with low
mass but high displacement). Figure SA shows a distribution of the propor-
tion of selections that aligned with the model’s suggestions across partici-
pants (median = 0.78). Considering that the suggestion for this condition
was arbitrary, it was expected that the participants’ design selections would
align with the model’s suggestions ~50% of the time. However, a Wilcoxon
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Fig. 5. A) Proportion of trials in the equivalent condition where participants
chose what the model suggested (median = 0.78) B) Relationship between
participants’ suggestion selection in the equivalent condition and their accu-
racy. The two have a moderate positive correlation (rp, = 0.36, p = 0.04).
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signed-rank test shows a significant difference in participants’ proportional
selection of the suggested design compared to this expected chance (W =
5.0,p<0.001). When both design options were close in multi-objective per-
formance, participants chose the model’s suggestion more frequently than
chance alone. A Pearson correlation indicates that the proportion of a par-
ticipant’s selections that are aligned with the model’s suggestion (in the
equivalent condition) is moderately positively correlated with the partici-
pant’s accuracy (1, = 0.36, p = 0.04), shown in Fig. 5B. The accuracy tended
to be higher for those who decided to follow the model’s suggestion even
when both choices were valid as the “better” design.

Participant perception of model accuracy and self-reported decision-
making strategies

The effect of several self-reported factors related to knowledge and percep-
tions were analyzed to determine if these factors were related to participants’
performance and decision making. There was no significant Spearman cor-
relation between accuracy and participants’ self-reported knowledge (1-7
Likert scale value) in the topics of structural mechanics (r;=0.18, p =0.32)
and multi-objective optimization (rs = 0.26, p = 0.88). Looking more closely
at the self-reported perceived model accuracy, Fig. 6 shows the distribution
of the perceived accuracy has a median of 70%.
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Fig. 6. Distribution of participants’ answer to the question “What percentage
of the time do you think the model suggested the better design?”’ (median =
70%). The answer choices ranged from 0 — 100% in increments of 10.

As the accuracy of the suggestions was set to be 71%, not including the trials
in the equivalent condition, it appears that participants were relatively good
at assessing how often they were receiving correct/incorrect suggestions.
While participants’ design selections revealed the outcomes of their deci-
sion making, the answer to survey questions provided more insight into
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participants’ decision-making process. These insights are valuable because
they can point towards why participants may have performed poorly or well,
in addition to why they may or may not have adhered to suggestions. An-
swers from the open-ended question (“Please describe your decision- mak-
ing process and strategy in detail.”) explained participants’ selections. The
highest accuracy, achieved by three participants, was 95%. One of these par-
ticipants had the following strategy:

“...An example thoughts process is: ‘If part A has less
than half the weight of part B and also less than twice
the deflection, then part A has a better strength to weight
ratio and is the better part’. If [ was given a more ex-
plicit cost/benefit function then I could have optimized
better, eg ‘I need the deflection to be below this value,
and from there the lowest weight it best’. If the points
were too close or [ wasn't sure from the graph, then I
may go with the Model's suggestion, since the Model has
access to the numerical data and can make a more pre-
cise calculation than I can in my head ...”

Notably, the participant made decisions using their own judgement and syn-
thesis of information but recognized when they would benefit from assis-
tance from the suggestion.

Those who had the lowest accuracy commonly exhibited a preferential
weighting of one criterion over the other. For example, one participant (ac-
curacy = 29%) mentioned that “if the graph was more shallow for one de-
sign but the stress was significantly larger, then I would choose the design
with the smaller stress,” indicating that they focused more on the strength
criterion vs. the weight criterion. Similarly, some participants focused on
the geometry of the bracket, but only considered the geometry with respect
to the displacement and not the mass. One participant (accuracy = 50%)
noted that “/they] focus on the 3D model essentially and check if there is
some panel with small thickness, where the stiffness would be weak,” while
another (accuracy = 57%) also focused on ‘“how detailed the model is de-
signed and the edges,; whether it is too thick or too thin.” Finally, the deci-
sion-making strategy from one participant (accuracy = 52%) provided a de-
tailed view into a preference towards a specific type of bracket, as they wrote
“... Ilook at the stress distribution over the model, personally, I like to pick
the brackets that have a more even stress distribution instead of it just con-
centrated at the connection collar.” This response specifically illustrates
how decisions in design can be influenced by the designer’s intuition, which
may be at odds with computational outputs (the simulated model here only
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considered the maximum deformation not the distribution).

Examining qualitatively how participants ranked the information that
they used to make their selections in the survey shows that the graph with
the objective values is most selected as the most important source of infor-
mation (21 of 33 participants). No one who reached the highest accuracy
among participants ranked the 3D model as the most important information
for their decisions. In comparison, a few participants who achieved a low
accuracy rank the 3D model as the most important information for their de-
cisions and describe using judgements based on its properties. Across par-
ticipants, regardless of accuracy, 15 of the 33 participants rank the model’s
suggestions as the least important source of information, while only one
ranks them as the most important source.

Discussion

As computation is used to assist increasingly complex decision making, it is
important to understand the effects of erroneous or questionable model out-
put on these decisions. In this study, we examined these effects in a multi-
objective engineering design decision context.

Designers utilize agent suggestions less than expected when there is a
“ground truth”

We found that participants appeared to rely on their own judgement and not
on the suggestions in the incorrect and correct conditions, often selecting the
alternative design even in when the correct one (with respect to what was
determined as correct in this study) was suggested. A statistically significant
difference in participants’ selection of suggested designs and the expected
proportion (57% instead of 71%) in these conditions indicates suggestion
underutilization. This is supported by the self-reported rankings of im-
portance of information sources, where participants tended to rank the
model’s suggestions lower and other sources higher. However, when the
participants were not able to synthesize the provided information to deter-
mine the right ratio of mass and deformation, not utilizing the suggestions
harmed their performance. The statistically significant higher participant ac-
curacy for the condition where they were given the incorrect suggestion
compared to when they were given the correct suggestion (83% vs. 73%)
also indicates that participants tended to catch when they were given the
incorrect suggestion, but erroneously ignore correct suggestions.

These results align with prior work that observes algorithmic aversion
[19, 20] and particularly with the finding that experts hurt their accuracy by
disregarding the algorithm’s suggestions [18]. The group of participants in
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our study were not necessarily experts in the topic. Though they were re-
quired to meet a minimum amount of knowledge in the general area, we did
not assess how participants perform without suggestions. However, rela-
tively high participant accuracy (especially in avoiding incorrect sugges-
tions) and qualitative survey responses indicate at least a baseline level of
knowledge, which may explain the similarity in findings. Prior studies of
Al-assistance in engineering design have found that Al-assistance improves
design quality for solo designers [14, 15], yet in this study, these opportuni-
ties for improvement are underutilized. In the context of human-computer
collaboration in engineering design, the incorrect and correct conditions rep-
resent scenarios where the computer can easily find a “better” design (by
ensuring the design is closer to Pareto optimality) compared to a human.
Therefore, our finding of algorithmic aversion may be an issue, as it con-
flicts with humans’ desired ability to leverage the strengths of computation.

Delving into the qualitative insights from participants’ open-ended an-
swers regarding their strategies demonstrated that low accuracy was some-
times explained by a difference in how the participants were making deci-
sions (weighing one objective over the other) and how the model was
providing suggestions (weighing both objectives equally). Thus, low accu-
racy does not necessarily reflect poor performance or lack of knowledge but
can alternatively be a result of the mismatch between what is deemed im-
portant for the task. Additionally, these responses reflect realistic situations
where a designer/engineer may have to prioritize a specific criterion, alt-
hough the participants in this task were not instructed to prioritize one over
the other. In a more realistic setting, there would likely be more factors in-
volved in the process of selecting a design. For example, the background
information for the task indicated that the brackets would be made using
additive manufacturing. However, if this information was excluded, the
choice of design might be influenced by a participant prioritizing manufac-
turability, which was not included into consideration for the suggestions.
For instance, people with more experience might be more likely to consider
the manufacturing of the bracket despite not being explicitly instructed to
do so. Though expertise was not explicitly examined in this study, it is pos-
sible that differences in expertise across participants would be important
with the additional consideration of different manufacturing methods.

Designers are more willing to accept agent suggestions when the “bet-
ter” design alternative is uncertain

The results indicate that participants made their own informed decisions ra-
ther than relying on suggestions in the “ground truth” conditions, even
though the “better” design can be determined computationally in these
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conditions. On the other hand, the equivalent condition represents a collab-
orative scenario where the strengths of human decision making might be
particularly important. A computer can output several viable solutions based
on the multi-objective criteria but may not be able to distinguish between
them. Counterintuitive to this, participants appeared to readily follow sug-
gestions in the equivalent condition. This was demonstrated by a statistically
significantly higher proportion of suggestion selection than expected in the
equivalent condition (78% instead of 50%) and qualitative data on decision-
making strategy.

Outside of the engineering design domain, a study of Al advice ac-
ceptance reveals that when people lose self-confidence, they may begin to
rely on poor Al suggestions [24]. While participants did not generally follow
model suggestions that were clearly wrong, they may have been more likely
to follow arbitrary ones when the decision was less clear. Prior studies also
indicate that once a design team starts following the advice, they often stop
exploring the design space themselves [16] and that a collaborative agent
can decrease the coverage of the design space explored [14]. Therefore,
based on the results of this study, it is possible that the concerns above could
be raised around the influence of computational outputs on design decisions,
even if they are not clearly "poor suggestions."

On the other hand, the correlation between a participant’s suggestion se-
lection (equivalent condition) and their accuracy (all other conditions) indi-
cates that participants who were more willing to accept the model’s sugges-
tion did better. It is possible that participants were able to figure out when
the suggestion was bad and make their own decision. However, those who
were less likely to choose the suggestion in the equivalent condition (possi-
bly an indication of less trust in the model) more likely failed to follow the
model even when it was correct. This, in turn, affected their accuracy. Thus,
the results show the delicate balance necessary to appropriately take ad-
vantage of human-computer collaboration in design.

Trial-by-trial design properties and their implications on decision mak-
ing

To examine if specific properties (i.e., the mass or displacement) of the de-
signs affected suggestion selection in a way that may explain the findings, a
follow-up analysis was conducted by considering each trial separately and
aggregating across participants. Each trial was therefore examined by con-
dition and the difference in properties between its suggested and non-sug-
gested design. The differences across the correct trials (shown in Fig. 7A)
implied that the group (and not just individuals) made decisions with some
implicit weighting of criteria. If the suggested design had a higher
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deformation but the tradeoff for lower mass was not subjectively enough,
the suggestion was followed less often (though the mass tradeoff for those
trials was considered “enough” by the optimization procedure).

Yet preferential weighting of criteria was not necessarily applied in the
equivalent condition. Preferential weighting of the deformation objective
might lead participants to select the suggested design only if its deformation
was lower in this condition (a negative difference). However, this is not the
case. Even in trials where the deformation is higher for the suggested design,
most of the participants selected the suggestion, as shown in Fig. 7A. Look-
ing only at the equivalent condition, Fig. 7B shows that lower suggestion
selection in this condition does not appear to be dependent on one objective
over another. Instead, when the differences between both of the properties
were close to zero, the decision was arbitrary and the suggested design was
selected by closer to 50% of the participants. The percentage of participants
selecting the suggested design was much higher when the designs were sim-
ilar, but the tradeoff was not as easy to assess (larger differences in mass and
displacement). The findings from this analysis provide further evidence that
the results likely reflect the impact of the suggestions as opposed to other
decision-making behavior.
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Fig. 7. The difference in stimuli properties along each objective (a positive
value indicates a higher value for the suggested design) A) for all conditions
B) as a visualized interpolation for the “equivalent” condition only

Limitations

There are several limitations of this study that should be considered. Design
decisions take place over a longer timescale and have more context in-
volved, making it unlikely that the two criteria would have equal weighting,
as implied in this study. Additionally, errors in data-driven models related
to engineering may be more subtle than the error introduced here, which
involved suggesting the wrong design in its entirety. Some limitations relate
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to the study setup, such as a small sample size and counterbalancing. Though
the bracket design pairs presented as stimuli were counterbalanced across
several properties (e.g., category, criterion values), there may have been dif-
ferences in trial difficulty across conditions caused by latent differences in
the stimuli sets. This was due to the unequal number of trials across condi-
tion (fewer trials for the incorrect condition) and the stimuli subsets never
being switched to other conditions. For example, the correct suggestion con-
dition contained a few designs that had low mass but high deformation.

Future Directions

The results from this study point towards many possible avenues for future
research. For instance, it is unclear whether the observed higher reliance on
arbitrary suggestions would scale with additional complexity in the deci-
sion. To address this, it would be necessary to determine how suggestions
related to certain characteristics of the design problem might invoke higher
or lower levels of trust or acceptance. Studies have revealed that providing
people with just the right amount of information can improve trust [25] and
perceptions of a model [26]. Including more information about why a design
was suggested by the model could impact participants’ willingness to accept
the suggestions. However, explainability alone cannot address scenarios
where a model’s "correct" outputs conflict with human decision-making. In-
stead, adaptivity may be necessary. Recent work has illuminated the im-
portance of mental models [27] and compatibility [28] in human-Al collab-
oration, offering ways to address these challenges. While the current study
does not incorporate these considerations, the results indicate the tendency
towards algorithmic aversion, supporting the necessity to account for these
factors when developing methods of human-computer collaboration for en-
gineering design. Further examination of decision-making scenarios where
a model output could be right or wrong along various dimensions, depend-
ing on the human’s intent, could be useful for design. For instance, to allow
the designer to properly assess how much they should rely on computational
systems, it may be necessary for systems to “understand" how the human
designer is approaching a problem and communicate if there are differences.
Alternatively, a mismatch in decision making might be used to drive auto-
matic adaptation of a computational system to a designer. Uncovering engi-
neering designers’ decision-making behaviors in settings where they utilize
computational systems can help reveal where general findings around hu-
man-Al collaboration apply, and when special considerations must be made
for a complex design context. Consequently, this knowledge can be used to
develop intelligent tools that effectively fit into human design processes.
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Conclusion

The effect of suggestions from a simulated computational model during a
design decision-making task is investigated in this study. A jet engine
bracket design problem, with a tradeoff between strength and weight, is used
to find participants’ accuracy in determining the “better” design provided
these suggestions. The results indicate that designers’ tendency to follow the
model’s suggestions varies according to the scenario. Designers underutilize
suggestions in scenarios where there is a “ground truth,” correctly ignoring
bad suggestions but also ignoring good ones in the process. This finding
might be explained by participants’ likeliness to trust their own decision
making, even at the risk of performing worse, matching experimental results
in other domains that indicate underutilization of algorithmic assistance by
those who demonstrate some expertise in the domain. However, when pre-
sented with a more uncertain choice between designs, participants tend to
follow the model’s suggestions more than expected. The results collectively
demonstrate the types of behavior that must be accounted for to pursue
seamless human-computer collaboration in engineering design.
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